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In discussions with Ms. Pamposh Rain, Head of the Deepfakes Analysis Unit, we found that fact-
checkers in India currently grapple with audio spoofs more urgently than visual deepfakes. 

Audio spoof artifacts are not as conspicuous as in videos or images. 
Have perturbations like background noise, music, and go through compression that makes
human and AI detection harder. 
Indian languages are less represented compared to the English and Global North.

M O T I V A T I O N

A near-real audio spoof, threats from audio spoof and DAU in action (Left to Right).



B A C K G R O U N D

Müller et al., “Does Audio Deepfake Detection Generalize?”
Feature type: 
Hand-crafted: LFCC/MFCC/CQCC/Mel Spectrogram | Spectrogram
Learning based: Raw waveform, WavLM/Wav2Vec2/Whisper
Metrics: t-DCF, EER, Accuracy (Class/Balanced), F1, AUROC
Data augmentation: SpecAug, RawBoost

https://github.com/piotrkawa/deepfake-whisper-features?tab=readme-ov-file


M O T I V A T I O N
relevancy based XAI for transformers ADD
models compared against Grad-CAM and
SHAP-based methods using faithfulness
metrics, perturbation test and partial
spoof test,
investigates importance of speech/non-
speech, phonetic content and voice
onsets/offsets.

identifying artifacts by training a diffusion
model on spoof spectrogram-difference
signal (vocoded - real audio) as i/p and o/p
pairs,
conditioning the model specific to a
classifier using its intermediate features
as guidance.

adversarial attacks on detectors through
text level manipulations
signifies model is sensitive to linguistic
complexities



B A S E L I N E S  D A T A S E T S

ASVspoof2021_LA
Test

ASVspoof2019_LA
Train

ASVspoof2021_DF
Test

Fake-or-Real
Test

In the Wild
Test

Dataset Train Dev Eval

Real Fake Real Fake Real Fake

ASVspoof2019_LA 2580 utt 22800 utt 2548 utt 22296 utt 7355 utt 64578 utt

ASVspoof2021_LA - - - - ~180,000 utt

ASVspoof2021_DF - - - - ~600,000 utt

Fake-or-Real - - - - 111000 utt 87000 utt

In The Wild - - - - 20.8 hours 17.2 hours

EnglishEnglish English English English
Collected and not generated



F U R T H E R  D A T A S E T S

IndieFake
Test

PartialSpoof
Test

MLAAD
Test

HAV-DF
Test

Dataset Train Dev Eval

Real Fake Real Fake Real Fake

PartialSpoof - - - - 7355 utt 64578 utt

IndieFake - - - - 8,164 11,396

MLAAD - - - - 485.3 hours

HAV-DF - - - - 200 308

Indian accented English.ASVspoof but with partial
spoofing.

Multilingual Hindi



M O D E L S

transformer-based transformer+CNN graphs+transformer

AASIST (2022) Conformer (2024) RawGAT-ST (2021) RawNet2 (2021)

spectro-temporal attention modelling local (convolutional) and global
(transformer)

spectro-temporal graph attention
network, fuses spectral and temporal
signals within the architecture—rather
than combining outputs later, captures
cross-domain artifacts

end-to-end raw waveform modelling, 
captures low-level artifacts that may not
appear in handcrafted or spectrogram
features

self supervised learning

SSL Model wav2vec

robust and transferable feature
extraction

raw features



T E S T I N G  R E S U L T S

Insights:

1.Consistent change in performance amongst models.
2.Drop in performance occurs in the case of a PartialSpoof

Fake class, while the Real class remains unchanged.
3.Drop in performance for Real class for all OOD datasets.
4.OOD language doesn’t necessarily make detection tougher.



T E S T I N G  R E S U L T S

Insights:

1.  Hindi > Indian-accented English > In the wild > Fake or Real



M U L T I L I N G U A L  T E S T I N G

The multilingual benchmark treats each language equally, but
accuracy estimates may be less reliable for languages with fewer
test samples.

Conformer model accuracy for each language

Lang w/ small sample size:
 mr: 1000 samples | Acc: 0.517
 hr: 1000 samples | Acc: 1.000
 lv: 1000 samples | Acc: 1.000

Lang w/ large sample size:
 it: 12000 samples| Acc: 0.8691)
 fr: 14000 samples | Acc: 0.749

en: 54000 samples | Acc: 0.832



W O R K  I N  P R O G R E S S  &  P L A N

Data generation Analysis Tool creation
data to be generated using models

MMS
IndicF5
IndicParler-TTS
Fastspeech2_HS
Syspin
Parrot-TTS
Coqui-ai
Indri
Veena

on following Indic datasets:
IN22 - AI4Bharat
Flores+ - Meta

inference – Why the change in model performance
based on datasets > What is the scope of a model >
What case was it developed for – architectural
choices and datasets > What are the boundaries of
the model?

interpretability – What are the interpretable
features for classification?

post-hoc interpretability models on top of
existing models - gnformation flows by
maximising the attention weights, Gradient-
based input attribution transformer models,
probing – representations from layers and using
a simple classifier on top of it.

explainability – How explainable are the results
through the features?

ensembling
based on voting based on merits of models
using AdaBoost and/or XGBoost.



F L O O R  I S  O P E N  F O R  D I S C U S S I O N .

Thank you!

Akanksha Singh
21 August 2025


